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Consistency in GFS was relaxed and more application-driven:

- GFS guaranteed atomicity of record appends (an append would either succeed once,
or be retried, possibly creating duplicate records). This was important for MapReduce
workloads where duplicate records are tolerable.

« Strong consistency was guaranteed only under certain operations (e.g., after a

successful file namespace mutation like create, delete, rename, you could trust the
result).

« But concurrent writes to the same file region by multiple clients could leave data
undefined (though metadata remained consistent).

So the tradeoff was:
+ Metadata consistency = strong (via master)

- File data consistency = relaxed (applications had to tolerate duplicates/undefined
regions)

&~ In short: High consistency was not the main focus. Fault tolerance and throughput
were. GFS deliberately exposed a weaker consistency model to simplify the system and
match its primary workload (large-scale dat~ ~rocessing like MapReduce).
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